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Abstract

This paper studies if and under what conditions workers follow an algorithm, in the

context of experimentation with product assortments for beverage vending machines.

I develop an algorithm to automate the human task, and use simulation to show that

it increases revenue. I then conduct a field experiment where I introduce the algorithm.

However, it fails to increase revenue, because workers are not willing to follow it. They

follow only when their opinions are integrated. Workers having more regret from the

last business semester follow the algorithmic advice more, and less when their opinions

are integrated. 12
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1 Introduction

Algorithms are taking over human decision-making in every business domain. However, full

automation of a business activity is rather an exception. The exceptions include the Internet

companies, in which a program also implements algorithmic decisions, and manufacturers, in

which robots can work in a well-controlled environment. In several other situations, such as

retail industries operating in a real-word shopping site, decisions regarding pricing, product

assortment, and inventory control, must be physically implemented in an environment that

is too complicated to automate. From these observations, we realize that we are not yet free

from manpower.

With partial automation, a manager at the best can order workers to follow algorithmic

advice. This paper studies if and under what conditions this strategy is effective. The exist-

ing literature already provides some evidence that a strategy of simply ordering workers to

follow an algorithm may not work. A phenomenon in which people often stick to inferior hu-

man decisions, even if they understand that algorithmic decisions outperform them, is widely

observed. This is known as algorithm aversion (Dietvorst, Simmons, & Massey, 2015). This

type of aversion may prevent workers from following algorithms. Similarly, Hoffman, Kahn,

& Li (2018) showed, in the context of hiring, that managers often overrule machine-based

recommendation and result in worse outcomes. Dietvorst, Simmons, & Massey (2016) also

proposed a way of reducing algorithm aversion. In a laboratory experiment, they demon-

strated that people were willing to follow algorithms if only a small amount of control over

the decision was allowed. It is important, however, to test these laboratory results with the

field experiments in an actual business environment.

The cost of implementation is another source of conflicts of interest between the com-

pany and workers. Such agency costs may also prevent workers from conforming to the

algorithm, especially if the implementation of a task under the algorithmic advice increases

the intensity of work. For example, Atkin, Chaudhry, Chaudry, Khandelwal, & Verhoogen

(2017) identified conflicts of interest as organizational barriers to technology adoption in the
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production of soccer ball in Pakistan.

My investigation takes the form of a field experiment in a large-scale beverage vending

machine company operating in the Tokyo metropolitan area. Among the many tasks of

this company, I focus on the task of experimentation with product assortments. This is

because product assortment is one of the most important and computationally demanding

decision variable in retail businesses as much as pricing. In the company, a worker, who are

hired by a third-party subcontractor, is assigned to a narrowly defined area that consists of

a few dozens of vending machines. A worker is responsible for machine maintenance and

part of product assortment in the vending machines slots. The workers are incentivized to

experiment with products and adapt the assortments to local demand. I can directly observe

workers’ responses when an algorithm takes over their decisions.

First, I develop an algorithm to automate the experimentation in the business setting

of the company. It starts from a prior belief about the demand parameters of the products

in an area during a business semester. The algorithm chooses the product assortments for

each vending machine per area, on a weekly basis. At the end of the week, it observes the

weekly data and updates the belief, continuing the process until the end of the semester.

It balances the exploitation and exploration according to a certain rule. Because there

is no readily available algorithm for this task, and it is not possible to derive an optimal

policy using dynamic programming, I arrange a Thompson Sampling (TS) algorithm. This

algorithm is known to work well under settings like the one in my expriment. I demonstrate

with a simulation that this algorithm substantially increases the total revenue, assuming

that the demand function is correctly specified.

Then, I conduct a field experiment, in which I introduce the previous algorithm into the

business of the company for a semester. In the experiment, I study i) if the workers follow the

algorithmic advice, and ii) if they are more willing to follow the algorithm when it integrates

workers’ own forecasts. I randomly divide the areas into three groups. In one treatment

group, I provide advice on the basis of the previous algorithm not using workers’ forecasts.
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In another treatment group, I provide advice on the basis of the algorithm integrating the

workers’ forecasts for the demand of the new products into the prior belief of the algorithm.

I tell the workers if their agorithm integrates their forecasts. Because the output of the

algorithm is nearly the same with and without the integration of workers’ forecasts, any

difference in the outcome is caused by the mere perception of the workers that the algorithm

integrates their forecasts.

I find that the product assortments in the first treatment group are no more correlated

with the output of the algorithm than those in the control group. In the control group,

the algorithm outputs the optimal product assortments, but they are not shown to the

workers. This indicates the existence of strong algorithm aversion or some other barriers to

implementing the suggested product assortment decisions. The product assortments of the

second treatment group correlated more with the algorithm’s output than those of the first

treatment group. Thus, integrating workers into the design of algorithms may resolve part

of the problem. My findings are consistent with Dietvorst et al. (2015) and Dietvorst et al.

(2016). The follow-up survey also confirms the importance of integrating workers’ opinions,

but the majority suggested that the increased burden of the operation prevented them from

following the algorithm. This finding is consistent with Atkin et al. (2017).

Workers’ reactions can be heterogeneous, depending on their ability, experience, and

confidence, regarding their own product assortment decisions. In fact, a regression in which

the treatment status interacts with the average regret of the workers in the same area during

the previous semester shows that if the regret is higher i) workers follow the algorithmic

advice more, and ii) they follow less when their beliefs are integrated into the algorithm.

This result has an important management implication. Algorithmic advice selectively affects

worker behavior, and self-selection works in a way in which worse workers conform more.

The remainder of the paper is organized as follows. In the rest of this section, I review

related literature. In Section 2, I describe the industry and institution with summary statis-

tics of the data. Section 3 estimates the beverage demand function. Section 4 describes the

4



algorithm for the current product assortment problem and demonstrates the effectiveness

using simulations. Section 5 reports the results of the field experiment. The last section

concludes with implications and limitations of this paper.

1.1 Related Literature

For this research, I build an algorithm to automate the experimentation of product assort-

ment decisions in the beverage vending machine business based, on the basis of the ideas

developped for the “multi-armed bandit” problem literature. I apply TS (Thompson, 1933)

to the vending machine-level product assortment decisions across several weeks. Several

studies, like Scott (2010), Chapelle & Li (2011), and May, Korda, Lee, & Leslie (2012),

demonstrated the empirical efficacy of TS vis simulations. Agrawal & Goyal (2012) showed

that the TS algorithm achieved logarithmic expected regret for the stochastic multi-armed

bandit problem. Caro & Gallien (2007) and Rusmevichientong, Max Shen, & Shmoys (2010)

studied the dynamic product assortment problem and proposed heuristic policies to deal

with it. However, their policies were not directly applicable because they do not consider

a multiple-site situation. Additionally, Caro & Gallien (2007)’s policy exploited a specific

form of demand that had no substitution across products. Thus, it was not empirically

appropriate.

In laboratory experiments, Dietvorst et al. (2015) found that humans tend to possess

an algorithm aversion, and Dietvorst et al. (2016) found that the algorithm aversion could

be eased by ceding a small amount of control. This paper supports these findings with a

field experiment. There is also a literature that theorizes the value of authority and control

(Bartling, Fehr, & Herz, 2014; Fehr, Herz, & Wilkening, 2013; Owens, Grossman, & Fackler,

2014). My paper provides a motivating example, b it dutoes not directly test the mechanisms

proposed in those papers.

Several studies such as those by Israel (2005), Erdem, Keane, Öncü, & Strebel (2005),

Narayanan, Manchanda, & Chintagunta (2005), Chernew, Gowrisankaran, & Scanlon (2008),
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Erdem, Keane, & Sun (2008), Narayanan & Manchanda (2009), A. T. Ching (2010), Anand

& Shachar (2011), Szymanowski & Gijsbrechts (2012), and A. T. Ching, Erdem, & Keane

(2013), used consumer choice data to estimate consumer learning models and examine its

implications for marketing and policy interventions. A similar approch was employed to

study the efficacy of physician’s learning by Coscelli & Shum (2004), Crawford & Shum

(2005), and A. Ching & Ishihara (2010). There are several papers that theoretically studied

the experimentation by firms, including Rob (1991), Mirman, Samuelson, & Urbano (1993),

Creane (1994), Raman & Chatterjee (1995), and Hitsch (2006) in a monopoly market, and

Aghion, Espinosa, & Jullien (1993) and Harrington (1995) in a duopoly market, and Harpaz,

Lee, & Winkler (1982), Bertocchi & Spagat (1998), and Bergemann & Valimaki (2000)

in a more competitive market. They mostly studied price experimentation, whereas the

current paper is about experimentation with product assortment deisions. Additionally,

my paper is empirical. Bolton & Harris (1999), Keller, Rady, Cripps, & Cripps1 (2005),

and Keller & Rady (2010) studied the implication of information spillovers during strategic

experimentation in an abstract setting. This paper does not estimate the experimentation

and learning process, but it studies the responses of workers when an algorithm for these

tasks is introduced.

2 Industry and Institutional Background

2.1 Industry Background

Vending machines are important retail channels in Japan particularly for the beverage busi-

ness. According to the Japan Vending Machine Association,3 there were 2.6 million installed

beverage vending machines at the end of 2013. That year, vending machine beverage sales

totaled 2.3 trillion yen. This is approximately one third of the total annual beverage sales

in Japan and is equivalent to supermarket sales.
3http://www.jvma.or.jp/index.html.
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A unique feature of the industry is that retail prices are constant over time and locations

except for unusual locations, like cinemas or mountaintops, and only differ across product

packages. The nominal price changed only when the consumption tax was raised from 3%

to 5% in 1997 and from 5% to 8% in 2014. Between 1997 and 2014, the price of a 350 mL

can was 120 yen, and the price of a 500 mL bottle was 150 yen across the industry. Price

variations across products are only exceptional within package types.4

2.2 Institutional Background

Japan Railway East (JRE) is the largest railway company in Japan. Originally part of the

national railway, it was privatized in 1987. The company operates in the eastern part of

mainland Japan including the Tokyo metropolitan area. In addition to the transportation

business, the company operates a retail business inside stations to exploit the substantial

number of passengers who regularly use the transportation service.5 The beverage vending

machine business is a branch of that retail business unit. The JRE railway lines and stations

in the Tokyo metropolitan area are shown in Figure 1.

There are multiple models of vending machines installed in JRE stations with between

30 and 42 slots. The most common machine model has 36 slots. Figure 2 shows a picture of

a typical vending machine. Popular brands can occupy multiple slots, but in most cases one

brand occupies only one slot. A package of available products is displayed on the upper half

of the front panel. Consumers choose the item they want to buy by pushing a button under

the package. The consumer then inserts cash or touches the sensor with a JRE electric

commuter card called SUICA in the middle of the panel. Then, the item drops into the

box at the bottom of the machine. Because almost all passengers in the Tokyo area have
4The reason for this price rigidity and homogeneity across locations and products is outside the scope

of the paper. Possible explanations for time-in variance include the low inflation in the 2000s in Japan and
menu costs. Homogeneity across locations may be attributed to retail price maintenance motivated by fire-
sale fears among competitive retailers (R. Deneckere, Marvel, & Peck, 1996; Raymond Deneckere, Marvel,
& Peck, 1997).

5The average number of daily passengers in a station in Tokyo ranges from tens to hundreds of thousands:
http://www.breast.co.jp/passenger/.
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this commuter card, and it is used for a large percentage of transactions. The system and

machinery are almost identical to vending machines of other companies outside stations. For

each slot displayed on the panel, there is one box for stock inside the machine, which, on

average, stores 30 cans or bottles. The remaining stock is not visible to consumers. If a

brand stocks out, then letters will appear at the bottom of the mock package, indicating its

status.

JRE has a subsidiary firm managing the company’s beverage business. This is the

principal company in my analysis. The company owns all the vending machines in JRE

stations. The firm outsources maintenance to third-party subcontractors. In addition to

maintenance, the principal company delegates some of the authority related to product

assortment decisions for vending machines. On average, product selection for up to 70% of

the slots in the vending machines is directly determined by the principal company. However,

assortment for the remaining slots is the responsibility of the subcontracted workers. I

call the first slots the centralized slots of a vending machine, and the latter the delegated

slots. The principal company expects and encourages the subcontractors to use these slots

for exploring and adapting to local demand. Because the product assortment policy is

particularly important for my analysis, I explain JRE’s assortment policy in further detail

in the next section.

Subcontractor operations are divided into several local areas. A local area, on average,

consists of three stations closely located, mostly along the same line with similar demographic

characteristics. A local area is, in principle, operated by a single staff member or a small fixed

number of staff during a semester. This is the basic decision-making unit in the business.

Thus, I focus on their decisions with this study. Figure 3 shows a picture of a worker refilling

products at a vending machine at one of the stations.

The fees paid to the subcontractors are linear in the sales from the allocated vending

machines. Therefore, workers are concerned with top-line sales, rather than profits. A repre-

sentative of the principal company explained that this is because there is little variation in
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margins except for private brands, whose assortment is completely determined by the prin-

cipal. The fee rates differ across subcontractors by a few percentage points. Unfortunately,

this information is confidential and cannot be used for the analysis. The industry average

of the fee rate is 20% of the total sales per an industry report (Morita, Takano, Nakajima,

Go, & Yasuoka, 2012). The subcontractors bear all operational costs, which can potentially

create the conflict of interests. At the end of the season, if stocks remain, JRE may buy

back the stock but only if they are JRE private brands. The subcontractors are responsible

for the stock of non-private brands.

Workers regularly visit the vending machines a few times a day, down to a few times a

week, to refill stock, depending on the market size and throughput. Thus, an out of stock

vending machine is rare.6 Because workers regularly visit vending machines regardless of

product changes, marginal costs of changing products atop driving, visiting and refilling are

not high.

2.3 Product Assortment Policy

The business plan is determined for each semester. April to September is the Spring/Summer,

and remaining months are the Fall/Winter. By the beginning of April or October, the

principal company selects a list of products consisting of approximately 200 brands. Products

to be inserted into the vending machines are chosen from this list. No other products can

be inserted. Some products are launched during a semester. Until then, the product cannot

be selected. The release dates are announced in advance.

Furthermore, the principal company determines the central product assortment pol-

icy. The principal company classifies the vending machines into 31 groups according to the

machine model and its sales volume. During my data collection period, this classification

was revised twice between the Fall/Winter 2014 and Spring/Summer 2015, and between
6Principal company has a system to monitor the time of stock-out for each machine. According to this

database, the time of stock-out is less than 2% per day even at the worst one percentile of vending machines.
Because of this I abstract away from stock-out events in the empirical model.
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the Spring/Summer 2016 and the Fall/Winter 2016. The principal company chooses a sub-

set of products from the list to be put on the vending machines belonging to each group.

Thus, the central policy is the same across vending machines in a group and differs only

between groups. Required products are chosen on the basis of the relative sales volume

and growth within a product category in the last semesters. It also change significantly be-

tween Spring/Summer and Fall/Winter and changes slightly across October, November, and

December-March within the Fall/Winter period, and across April-June and July-September

within the Spring/Summer period.

The centralized product assortment policy determines the products in the centralized

slots. The history of product assortment is monitored by the principal company. The prin-

cipal company annually evaluates the consistency of the worker’s assortment decisions with

the centralized plan as an independent item. This result does not directly affect the reward,

but is publicly shared. The data confirm that the workers closely follow the centralized plan

without significant delay. For the delegated slots, workers are free to select products. The

principal company expects that local workers will utilize them to explore and adapt to local

demands.

2.4 Summary Statistics

This section summarizes the data. Table 1 displays the number of unique values of products,

vending machines, stations, areas, and subcontractors in the sample. Here, I distinguish

hot and chilled beverages of the same brand to calculate the unique value of the products.

On average, there are 8.89 vending machines per station, and 26.42 per area. Table 2

summarizes the machine-product-week-level sales units and values. The average unit sales

is 17.924 and the value is JPY2455.320. There are a few vending machines that have a huge

market. They are installed in terminal stations such as Tokyo, Shinjyuku, and Shinagawa.

Hundreds of thousands of passengers use these stations every day. Table 3 summarizes the

weekly number of newly added products, compared with the prior week’s assortments for
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the machine-week level during a semester. It only counts products put on delegated slots.

This shows that workers are frequently changing products at the vending machine level. In

the first 10 weeks, the number of newly added products are kept above 2.0. This number is

non-negligible because the number of delegated slots is approximately 10 per machine. The

number increases during the first week; then it drops to around 0.5. This is the typical

pattern of experimentation.

3 Beverage Demand

3.1 Specification

In this section, I estimate the demand function and obtain ex post belief about the demand

parameters. A pairing of local area and semester is indexed by i ∈ I. In each local area and

semester, there are T weeks, K vending machines, and J available products. The products

are partitioned into G groups, and the set of products belonging to group g ∈ G is denoted

by Jg. These sets in general depend on i and t. However, I suppress the dependency for

notational simplicity.

I assume that demand at a vending machine follows a nested multinomial logit choice

model. Thus, the chocie specification is made for a practical reason. In the following anal-

ysis, I solve the optimal product assortments given a demand function for many occurr.

When the demand function is a nested-logit form, I can utilize the algorithm of Gallego &

Topaloglu (2014) to solve a static product assortment problem with a group-by-group shelf

restriction. One may think that the demand function should be a mixed-logit form, but Rus-

mevichientong, Shmoys, Tong, & Topaloglu (2014) showed that consumer-level unobserved

heterogeneity made the problem NP-hard. Another possibility is that not only sellers but

also buyers are learning the quality of the new products. I am not aware of any theory to

pin down the optimal behavior of sellers in such a situation or an algorithm that efficiently

solves the problem. I show that the current nested-logit demand function fits the data very
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well. However, I cannot completely rule out the misspecification.

The product set J is partitioned into product categories Jg, g ∈ G. The utility of

consuming product j for a consumer at week t is vijt + νijt, where vijt is the mean indirect

utility, and νijt is a preference shock. Let vi0t be the mean indirect utility of not purchasing,

normalized to 0. It is assumed that the preference shock has cumulative distribution:

exp

 −
∑
g∈G

 ∑
j∈Jg

exp(−νijt/γi)

γi
,

where γi is a dissimilarity parameter. Under this assumption, the preference shocks are

uncorrelated across product categories, but can be correlated within a group. The correlation

within a group is approximately 1−γi. A higher value of γi means greater independence and

less correlation. A sufficient condition for the model to be consistent with random utility

maximization is imposing γi ∈ (0, 1]. At γi → 1, the model converges to a multinomial logit

choice.

In this specification, the choice probability of product j belonging to group g in week t

at vending machine k, sijkt, is:

sijkt = exp(vijt/γi)dijkt∑
l∈Jg

exp(vilt/γi)dilkt

 ∑
l∈Jg

exp(vilt/γi)dilkt

γi

1 + ∑
m∈G

 ∑
l∈Jm

exp(vilt/γi)dilkt

γi
,

where dijkt denotes product assortment decisions taking the value of 1 if product j is selected

for vending machine k in week t, and takes the value of 0 otherwise. We let sij|gkt be the

choice share of product j among available products belonging to group g in week t at vending

machine k. The model can be transformed into a linear regression model:

ln(sijkt) − ln(si0kt) = vijt + (1 − γi)sij|gkt.
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It is assumed that the indirect utility of a product has the form of:

vijt = ξij + βig × Temperatureit,

where ξij is a product-specific unobserved intercept and βig is the group-specific sensitivity

to temperature. Because the price of a product is fixed across location and time, the income

effect term is absorbed into ξij. I call ξijs, βigs, and γi, demand parameters of a local area in

a semester.

I do not impose any restriction to the demand parameters across areas and semesters.

Hence, I estimate the parameters separately for each local area and semester. To do so, I

consider the following linear normal model:

ln(sijkt/si0kt) = ξij + βig × Temperatureit + (1 − γi)sij|gkt + σiϵijkt,

with an i.i.d. standard normal random variable ϵijkt, generating posterior samples of ξijs,

βigs, and γi for each local area and semester with a multivariate normal prior for ξijs, βigs,

and γi, and an inverse Gamma prior for the error variance. The prior mean of ξijs, βigs, and

1 − γi are set to 0, and the standard deviation is set to an arbitrary large number, 1000.

The shape and slope parameters of the inverse Gamma prior are 0.005. I obtain a 10,000

sample and burn-in the first 5,000. I obtain the sample for each local area and semester and

compute the ex post belief mean.7

To calculate the choice share of a product at a vending machine in a week, sijkt, I use

the sales count data. The area size of a vending machine is assumed to be 100 times its

average weekly total sales. The choice of multiplier only affects the location and scale of

the demand parameter. To calculate the choice share of a product among available products

belonging to the same product group, I use the actual product assortment data.
7If a product is not observed in a local area in a semester, as a convention, I use the latest ex post belief

in the local area. If a product has not been observed in the local area, I use the average of the ex post belief
mean of the same product group in the local area in the semester.
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3.2 Estimation Results

The model fits the data well. Figure 4 displays the actual versus the predicted sales share in

the log difference from the outside share under the ex post belief of the demand parameters.

Because the sample size is huge, I randomly sampled 10,000 observations to display the plot.

The R2 of the model is 0.586. The summary statistics of the ex post belief across areas and

semesters are shown in Tables 4, 5, and 6. The dissimilarity parameter γi is on average

0.751 with a standard deviation 0.089. Because it is below 1, there is some correlation in

the preference shock within a product category. However, correlation is mild because the

parameter is above 0.5. The parameter is relatively stable across areas and semesters. The

standard deviation of the observational shocks is on average 0.271 with standard deviation of

0.119. Because the mean log sales share difference from the outside option is -5.892, the size

of the shocks is small. It indicates that learning the demand parameters defined as above

will enable workers to have a precise prediction of sales. The coefficients on the temperature

are all positive for chilled products and negative for hot products at the mean and at the

first and third quartiles. The value is relatively stable across product categories, and areas

and semesters. Table 6 displays the summary statistics of 10 products that are at 10 to

100 percentiles in the belief mean. The values imply that there is a large variation across

products and across areas and semesters within a product. This shows the importance of

efficient experimentation to learn the local demand and the efficient implementation of the

optimal product assortments in this retail business.

4 Algorithm for Experimentation

In this section, I propose a tractable algorithm to dynamically optimize the product assort-

ment decisions. Then, I predict the impact of the algorithm on the basis of the estimated

demand model by simulations. I show that the algorithm outperforms workers’ decisions at

least in the simulation.
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4.1 Ex Ante Optimal Product Assortment Decisions

Assume the demand function is specified as in Section 3. Let dikt be the vector of product

assortments at vending machine k in area-semester i in week t. Then, the revenue of product

j at the vending machine under the product assortments is:

rijkt = pj
exp(vijt/γi)dijkt∑

l∈Jg
exp(vilt/γi)dilkt

 ∑
l∈Jg

exp(vilt/γi)dilkt

γi

1 + ∑
m∈G

 ∑
l∈Jm

exp(vilt/γi)dilkt

γi
exp(σiϵijkt)

≡ rijt(dikt, ξi, βi, γi) exp(σiϵijkt),

where the ijt index of the mean revenue function r represents the dependency on the price and

temperature in the area-semester during the week. The total revenue from an area-semester

in a week is:

rit =
∑
k∈K

∑
j∈J

rijt(dikt, ξi, βi, γi) exp(σiϵijkt).

I design an agent that sequentially decides product assortments dit while learning the

demand from the past sales data ri,1:t−1 = (ri1, · · · , ri,t−1)′. Let Fi,t+1 be the belief of the

agent over the local demand parameters at the end of period t, and let B(Fi,t+1; Fit, dit)

be the distribution of the end-of-period belief Fi,t+1 conditional on the beginning-of-period

belief Fit and the assortment decision in period t under the assumption that the agent is

Bayesian, which I explicitly characterize below. The randomness of the belief process comes

from the realization of idiosyncratic sales shocks ϵit.

Let dit(Fit) be a policy of the agent that maps from the belief at the beginning of the

period to the product assortment for period for t = 1, · · · , T . Under this policy, the expected
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sales from the area is:

E

 ∑
t∈T

∑
k∈K

∑
j∈J

rit[dikt(Fit), ξi, βi, γi] exp(σiϵijkt)
∣∣∣∣Fi1


= exp

(
σ2

i

2

) ∑
t∈T

∑
k∈K

∑
j∈J

∫
· · ·

∫
rit[dikt(Fit), ξi, βi, γi]dFit(ξi, βi, γi)

t−1∏
l=1

dB[Fi,l+1; Fil, dil(Fil)]

∝
∑
t∈T

∑
k∈K

∑
j∈J

∫
· · ·

∫
rit[dikt(Fit), ξi, βi, γi]dFit(ξi, βi, γi)

t−1∏
l=1

dB[Fi,l+1; Fil, dil(Fil)]

The goal of the agent is to find a policy that maximizes the expected sales subject to

institutional restrictions on feasible product assortments. In particular, product assortment

decisions should satisfy two institutional restrictions. First, the total number of slots assigned

to each product group at a vending machine is fixed at cigkt. Second, a product should be

filled if commanded by the centralized product assortment decision policy. Let dijkt = 1 if

product j is commanded at vending machine k in week t and 0 otherwise.

This is a standard Markov decision process if I regard the belief Fit to be the state

variable. Therefore, the optimal decision rule can be determined by solving the Bellman

equation:

Vit(Fit) = max
dit

∑
k∈K

∑
j∈J

∫
rijt[dikt(Fit), ξi, βi, γi]dFit(ξi, βi, γi)+

∫
Vi,t+1(Fi,t+1)dB(Fi,t+1; Fit, dit).

subject to: ∑
j∈Jg

dijkt(Fit) = cigkt, k ∈ K, g ∈ G,

dijkt ≥ dijkt(Fit), j ∈ J , k ∈ K.

for t ∈ T with a terminal condition V|T | = 0.

I call the solution to this problem the ex ante optimal product assortment decisions,

given the information available up to the timing of the decision. The key trade-off in this

problem is between exploitation and exploration. Although the agent wants to choose assort-

ments that are expected to yield immediate high reward, it also wants to choose assortments
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that help reduce uncertainty so that it can make better decisions in the future.

4.2 Decision with TS

It is not straightforward to solve this problem because of the non-regularity of the setting.

First, the dimensionality of state space is extremely large because there are hundreds of

products and beliefs are defined over those products. This makes it impossible to solve the

problem using backward induction with brute force. Second, Gittin’s rule Gittins & Jones

(1974) is not optimal because this is a combinatorial multi-armed bandit problem. Third,

there are multiple vending machines in an area, and there is information spillover across vend-

ing machines as product assortment is determined for each. To the best of my knowledge,

there is no other study on this kind of setting. Caro & Gallien (2007) and Rusmevichien-

tong et al. (2010) studied the dynamic product assortment problem and proposed heuristic

policies. However, their policies are not directly applicable because they did not consider a

situation where there are multiple sites to determine the product assortment. Additionally,

there was information spillover. Caro & Gallien (2007) policy exploits a specific form of

demand that has no substitution across products. Thus, is not empirically appropriate.

Therefore, I borrow the concept of TS, which has recently attracted considerable atten-

tion in the field of the multi-armed bandit problem. The idea is assuming a simple prior

distribution on the parameters of the reward distribution of every alternative. Then, at

any time step, we play an alternative according to its posterior probability of being the best.

Several studies, including Scott (2010), Chapelle & Li (2011), May et al. (2012) have demon-

strated the empirical efficacy of TS using simulations. Agrawal & Goyal (2012) showed that

the TS achieves logarithmic expected regret for the stochastic multi-armed bandit problem.

Ortega & Braun (2010), who called the algorithm the “Bayesian control rule”“, provides a

high-level condition for the convergence of the policy toward the ex-post optimal policy.

TS works as follows. i) At the beginning of period t, for each vending machine k, the

agent draws a sample from his belief Fit, and lets it be ξ∗
ik, β∗

ik, γ∗
ik. ii) Then, at vending
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machine k, the agent chooses a product assortment that solves:

max
dikt

∑
j∈J

rijt(dikt, ξ∗
ik, β∗

ik, γ∗
ik),

from a feasible set of assortment. This is the optimal product assortment when the true

demand parameter is ξ∗
ik, β∗

ik, γ∗
ik, for k ∈ K. iii) The agent updates its belief on the basis

of the sales rijkt, for j ∈ J and k ∈ K. iv) It continues this process until the end of the

semester. Thus, the agent has product assortment plans that are optimal at every state

of the world, and it mixes it with a belief about the state of the world. There is growing

literature about algorithms that solve this kind of combinatorial optimization problem when

the demand parameters are known. With the nested multinomial logit choice assumption

above, I can utilize the algorithm of Gallego & Topaloglu (2014) to solve a static product

assortment problem with a group-by-group shelf restriction.

A product assortment is likely to be chosen under the TS algorithm if it has high ex-

pected immediate rewards or high uncertainty about the immediate reward. The first factor

corresponds to exploitation motivation and the second factor corresponds to exploration

motivation. As the number of trials increases, the uncertainty decreases, and exploitation

motivation dominates. Thus, it resolves the exploitation-exploration trade-off in an intuitive

manner. One drawback of this algorithm is that it is not a forward looking decision rule.

When an increased exploration value is expected, forward looking decision maker increases

the degree of exploration, whereas the decision makers following the TS algorithm do not.

At the end, the choice probability at period t at vending machine k given belief Fit is:

pit(dikt|Fit) =
∫

1{dikt = argmaxd

∑
j∈J

rijt(d, ξ∗
ik, β∗

ik, γ∗
ik)}dFit(ξ∗

ik, β∗
ik, γ∗

ik),

which completes the algorithm’s description. Given the choice probability pit(dikt|Fit), I

can sample decisions of the agent, and given the belief-updating law B(Fi,t+1; Fit, dit), I can

sample the belief during the next period. These are TS product assortment decisions.
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In the next section, I conduct a field experiment introducing TS product assortment

decisions to the company. To do so, I put additional practical restrictions on the model.

First, during a semester, only the product-specific components of the demand function,

ξi, are learned online during the semester. The group-specific components βi, γi, and σi

are not learned. Instead, I use the average of the estimates across semesters in the local

area. This provides numerical stability for the algorithm. Second, I allow the initial belief of

the algorithm, Fi1, and the sales shock ϵijkt, be normal distributions. Then, the beliefs, Fit,

are all normal distributions. Third, the initial belief for ξi for the products that have been

available since the last semester is set at the ex post belief for them in the last semester of

the local area. As for the initial belief for ξi for new products, the belief mean is set to the

mean of the belief mean of the product group, and the belief standard deviation is set to

the standard deviation of the belief means of the product group. I change this part in one

of the treatment groups during the field experiment.

Under this assumption, the measurement model for a product, where dijkt = 1, has a

linear-normal form in the unknown parameters as:

yijkt ≡ ln(sijkt/si0kt) − βit × Temperatureit − (1 − γig)sij|gkt = ξij + σiϵijkt.

Therefore, the belief updating function, B(Fi,t+1; Fit, dit), for ξi is derived by applying a

Kalman filter.

4.3 Comparing with Actual Product Assortments

I call the optimal product assortments when the demand function is evaluated at ex post

belief othe demand parameters the ex post optimal product assortments. Given product

assortment decisions dijkt and ex post optimal product assortment decisions dOptimal
ijkt , The
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proportion of delegated slots that agree on the assortments are defined by:

ρit =
∑

j∈J ,k∈K(1 − dijkt)dOptimal
ijkt dijkt∑

j∈J ,k∈K(1 − dijkt)dOptimal
ijkt

.

This is called the success rate of the product assortment decisions in the week. I compute

this distance for every week across areas and semesters for actual and TS product assortment

decisions and denote them by ρActual
it and ρT S

t . Then, I estimate the mean distances E{ρActual
it }

and E{ρTS
it }, and their 99% confidence intervals.

Table 7 and Figure 5 show the mean success rates of TSs and actual product assortment

decisions and their 99% confidence intervals. Mean success rates are always higher under

TS product assortments than under actuals. During the first week, the mean success rates

are 0.367 and 0.29 under TS and actual product assortments, and in the last week, they are

0.307 and 0.225. To formally test the null hypothesis, in which the success rates of actual

product assortments are higher than those of ex post optimal product assortments in each

week, I estimate the following linear model: For τ = Actual, TS,

ρτ
it =

∑
l∈T

{βl + γl1{τ = Actual}}1{l = t} + ϵτ
it,

with and without the inequality restrictions H0: γl ≥ 0 for l ∈ T , where ϵτ
it is assumed to be

an i.i.d. mean zero random variable. I estimate the model with and without the inequality

restrictions, compute the test statistics, and estimate the critical value using a bootstrap of

resampling the whole data with replacements for 1,000 times. The resulting test statistic

is 20181.48, and the p-value is 0. Hence, the null hypothesis that the success rates of TS

product assortments is rejected.

I also compare the regret under TS to actual product assortments. Table 8 and Figure

6 show the mean and 99% confidence intervals of the regret under TS and actual product

assortments over time. The regret is always lower under TS than under actual product

assortments. To formally test the null hypothesis that the regret of TS product assortments
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is higher than those of actual product assortments in each week, I conduct the same test used

for the success rates. The resulting test statistic is 24302.38, and the p-value is 0. Hence,

the null hypothesis is rejected. During the first week, the regrets are 0.114 and 0.155 under

TS and actual product assortments, and 0.028 and 0.069 during the last week. Thus, TS

product assortment decisions are expected to yield higher revenue than the actual product

assortments under the assumption that the demand function is correctly specified.

5 Field Experiment

5.1 Experiment Design

The unit of assignment is an area, and the sample cover the areas in Tokyo. The experimentat

is conducted from September 2016 to February 2017. I randomly divide the areas into three

groups: control, treatment I, and treatment II. In the control group, I do not intervene at

all, letting the workers decide product assortments as usual. I first stratify the areas per

the responsible subcontractors and then assign the treatment status within each stratum.

In treatment I, I provide the instructions generated from the TS algorithm that starts from

the prior belief, which does not incorporate the workers’ relative sales prediction for the new

products. This is described in Section 5.2. In treatment II, however, I provide instructions

generated from the TS algorithm that starts from the prior belief, which does incorporate

the workers’ relative sales prediction for the new products. To the workers, I announce that

the algorithm in treatment I does not use the workers’ prediction but that the algorithm in

treatment II does. The workers are also notified to which group they belong.

I then compare the correlation between the actual product assortment decisions and the

TS product assortment decisions. The TS product assortment decisions with and without

the workers’ knowledge integration in the control group are not shown to the workers but

have been computed in the background. We did this to see (i) if treatment I’s decisions are

more correlated than those of the control group, and (ii) if treatment II’s decisions are more
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correlated than treatment I’s. If the correlation between the actual and TS product assort-

ment does not differ between the control group and treatment I, it indicates the existence of

a strong algorithm aversion. If the correlation is higher in treatment II than in treatment I,

the integration of the workers’ forecasts into the algorithm reduces the algorithm aversion.

To make the whole procedure implementable, the message generated from the algorithm

is made coarse. First, the advice is only given monthly. By the third week of each month, I

train the algorithm using the data available at that point and generate product assortment

decisions under the 10 year average temperature at the end of the next month. I then give

this information to the workers. Second, the product assortment decisions are aggregated

at the area-product level and not given at the vending-machine-product level. Thus, the

advice takes the form of “coca cola should reach 13% of the soda category slots in your area

by the end of next month’‘for respective products. The current slot share of each product

is also provided for workers’ information. The message is summarized in a spreadsheet for

each area, sent separately to the targeted areas. I did not provide information about the

other areas. However, I could not prohibit the workers from sharing the information. The

slot share of each product and the sales at each area is monitored every month, and the

summary of the results are sent to the workers at the same time with the algorithmic advice.

These spreadsheets are distributed by the company manager.

All instructions are given through the manager, and I do not appear to the workers.

Because it is expected to be hard for workers to fully understand the algorithm, I briefly

explain in a document that I use the sales data of each area since 2013 until just before the

experiment, to estimate the popularity of each product, and that I update the estimate using

the latest sales data each month, considering the sensitivity of the sales to temperatures and

the composition of the products in the vending machines. Then, I explain that the algorithm

finds optimal product assortment decisions on the basis of these estimates so that it balances

exploration and exploitation.
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5.2 Workers’ Belief for New Products

I conducted a survey asking workers their forecast for the products planned to be introduced

during the coming semester, Fall/Winter 2016, before the products were introduced. During

this semester, 24 distinct products were introduced. Some were introduced in early fall and

some in late fall. The survey was conducted in August, after the company prepared its plan

for the coming semester.

I showed the workers a list of new products that displayed the name and product

characteristics, including an image of the package. Then, I asked the workers to report

the predicted sales volume relative to the categorical average in their area during a given

week under a hypothetical temperature. For example, if a worker predicts that the product

in the green tea category sells 120 units in the week starting October 17 where the average

temperature is 16◦C, the average sales units of green tea is 100. Thus, the worker is advised to

write their prediction as 1.2. For the products that are released by the week starting October

17, I asked the workers to predict the sales during the week when the temperature is 16◦C.

For the products released by the week starting November 21, the workers were advised to

predict the sales during the week when the temperature is 8◦C. For the other products that

are all released by the week starting December 19, I asked the workers to assume that the

temperature was 5◦C. These temperatures were based on the 10 year average in the Tokyo

metropolitan area.

These tasks are demanded by the company as a part of their job. There is no monetary

reward specific to the tasks. However, I announced them so that the results would be publicly

shared among workers, and the top 3 workers would be identified at the end of the semester.

I did not employ a sophisticated method to elicit personal beliefs because of managerial

resource constraints.

The summary of the prior belief for new products by workers is reported in Table 9,

according to the release periods and the relevant forecasting setting. On average, predicted

sales was less than 1.0, implying that workers tend to undervalue new products relative to
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existing products. Some workers predicted extreme sales, such as 0.1 and 5.8.

To determine whether their estimate was informative, I computed implied ξij, denoted

as ξimplied
ij , given the relative sales prediction from the workers. I used the ex post belief

of the demand parameters as from the end of Spring/Summer semester 2016, to compute

the predicted sales of all available products, except for the new products under each setting.

Second, I multiplied the workers’ relative sales prediction to the category average sales to

obtain the predicted sales of the new products under each setting given the prior belief of the

workers. Finally, I computed ξimplied
ij by inverting the within-category choice probabilities.

On the other hand, I took within-category average of ξijs in the ex post belief from the

end of the Spring/Summer semester 2016, denoted by ξig. This is a least possible guess

for the demand parameters of new products, using only sales and product characteristics

information up to the beginning of the Fall/Winter semester 2016.

To see how these values, ξimplied
ij and ξig, are informative, I regressed the ex post belief

of ξij from the end of the Fall/Winter semester on these values. The ex post estimate of ξij,

denoted by ξ̂expost
ij , is obtained in the same way as that the Section 3.1. Table 10 shows the

regression results, when only ξig is included, only ξimplied
ij is included, and when both ξimplied

ij

and ξig are included. All coefficients except for the constant, are positive and statistically

significant. However, the size of the coefficient is larger for ξig than for ξimplied
ij , and the model

fit in terms of R2 is also higher for model (1) than for model (2). In model (3), where ξimplied
ij

and ξig are included, the size of the coefficient for ξimplied
ij is almost zero, and the model

fit does not improve compared with model (1). This result indicates that the workers may

have some prior knowledge about the new products but they are not particularly informative

once the company exploits the sales and product characteristics information available up to

decision time.
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5.3 Experiment Results

To study effects of providing the algorithmic advice, I estimated the following model:

ActualNumSlotijt = β1NumNetTargetedSlotijt

+ β2NumNetTargetedSlotijt × Advicei

+ β3NumNetTargetedSlotijt × Integrationi

+ β4NumCentralizedSlotijt

+ Controls + ϵijt,

where i is an area, j is a product, t is a target week, ActualNumSlotijt is the number of actual

slots of the product in the area during the target week, NumCentralizedSlotijt is the number

of slots required by the centralized product assortment policy, and NumNetTargetedSlotijt

is the number of additional slots suggested to be filled by the algorithms. Advicei is the

dummy of both treatment groups, for which workers were informed of the output of the

TS algorithm. Integrationi is the dummy of treatment II group. NumNetTargetedSlotijt

for the control group is based on the algorithm that does not utilize the prior belief of

the workers. Our main parameters of interest are β2 and β3, which capture the difference

in correlation with the algorithmic advice between treatment statuses. I estimated model

controlling for several sets of unobserved fixed effects for a robustness check, but controlling

for them was not necessary for the validity of the current analysis.

Table 11 shows the estimation results. (i) Advicei did not significantly affect the prod-

uct assortment decision of workers, and (ii) the integration of workers’ belief statistically

significantly increased the conformity of workers with algorithmic advice. This implies that

(i) there was a strong algorithm aversion and that (ii) the integration of the workers into

the algorithm design process reduced the extent of the algorithm aversion. The partial cor-

relation between the actual product assortment decisions and the TS product assortment

decisions, in terms of the product-level number of slots, was 0.015 higher in treatment II
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compared with the control group. The correlation, however, was 0.118 in the control group.

The change in the extent of correlation can be regarded large enough relative to the baseline

correlation (13.011%) and as the effect of just integrating the workers’ prior belief into the

algorithm. However, at the absolute level, the effect was too small to cause a meaningful

change in the product assortment decisions of the workers. In fact, another regression showed

that there were no statistically significant differences in the sales level and the year-on-year

sales growth rate between the control and the treatment groups.

The difference in the correlation between treatment I and II may have been caused by

two channels. First, the pure psychological effects of integrating workers into the algorithm

design process may have caused the difference. Second, the provided instructions in treat-

ment I were more similar to the idea of the workers, perhaps influencing the effects. The

design of the field experiment does not fully distinguish between these two scenarios. How-

ever, there was little difference in the product assortment decisions between algorithms with

and without workers’ prior belief. The correlation between these two product assortment

decisions, in terms of the number of targeted slots is 0.979. This is because the effects of

prior belief quickly diminish once actual sales are observed. Therefore, the first channel will

likely dominate.

The reaction of workers is expected to be heterogeneous, depending on the ability,

experience, and confidence with own product assortment decisions. To see this, I computed

the difference in the weekly regret of actual and TS product assortment decisions of each area

during the Spring/Summer 2016. I took the average of the weekly regret for each area. I used

this measure, Regreti, as the potential benefit of using algorithmic advice for workers in each

area. Although the identity of workers in an area can change across semesters, the change

is not substantial within the same year, according to the managers of the company. Table

12 shows the estimation results when I interact Regreti with the variables in the previous

model. The result shows that if the regret is higher i) workers follow the algorithmic advice

more, and ii) follow less when their belief is integrated into the algorithm. This result has
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an important management implication: algorithmic advice selectively affects the behavior of

workers, and the self-selection works in a way in which worse workers conform more.

5.4 Follow-up Survey

At the end of March 2017 after the experiment, I conducted a review survey. Because this

survey was conducted under the name of the company, the response rate was 100%.

In the survey, I first asked, “Did you trust the algorithm based on the sales data before

the experiment started?” and “Did you trust the algorithm based on the sales data after

the experiment?” The answer choices were either “strongly agree”, “agree”, “disagree” or

“strongly disagree”. Table 13 summarizes their answers. Most workers disagreed both before

and after the experiment. However, overall, the proportion of workers who agreed increased,

and those who disagreed decreased after the experiment. Before the experiment, 0.363

disagreed and 0.201 strongly disagreed. However, after the experiment 0.330 disagreed and

0.134 strongly disagreed. Before the experiment, 0.324 agreed and 0.034 strongly agreed.

However, after the experiment 0.408 agreed and 0.039 strongly agreed. This pattern is

universal across control and treatment groups, except for the proportion of “strongly agree”

in treatment I.

To see if the change was statistically significant, I conducted an ordered probit, in which

responses are ordered from “strongly disagree” to “strongly agree”, and the regressor included

an after-experiment dummy. I also included a dummy, indicating that the average experience

of workers in the area exceeds 1 year. The regression results are shown in Table 14. The

first column reflects the entire sample. The after dummy is 0.42 and statistically significant.

The second to fourth columns use samples from each treatment status. They show that the

after dummy is statistically significant only in the control group and that the coefficients

are higher for the control group. Read literally, trust only increases in the control group in

which the algorithmic advice is not provided. This pattern is consistent with Dietvorst et al.

(2016), which found that participants, who saw the algorithm perform were less confident in
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it and less likely to choose it over an inferior human forecaster. They conjectured that this

is because people are less tolerant of machines’ errors than human errors. The fifth column

uses the entire sample and includes experience dummy. The experience dummy is negative,

indicating that the experienced workers are less likely to trust the algorithm, but it is not

statistically significant.

Second, using multple choice, I asked “What kind of improvement is needed for you to

follow the algorithm?”. The answers were reliable demand prediction, integration of work-

ers’ prediction, integration of managers’ prediction, detailed explanation of the algorithm,

coordination with manager’s order, reduced burden of the work, machine-level instruction,

inside-station-level instruction, station-level instruction, mobile interface, visual interface,

coordination with product abolition schedule, and compensation for loss. The workers could

list as many items as they wanted in their answers. I summarized the reply in unweighted

and weighted manners. In the unweighted result, for each item, I counted the number of

areas that include the item in the answer. In the weighted result, for each item, if the answer

of an area included the item, I divided 1 by the number of items included in the answer of

the area. Then, I summed up the weighted numbers across areas. Table 15 summarizes the

result. The patterns are qualitatively the same between weighted and unweighted summaries,

and across treatment statuses.

The required improvement is the reduced burden of the work. Overall, scores are 101

(unweighted) and 32.2 (weighted). This highlights the friction that may only exist in the

offline business. In the case of the online business, decisions made by an algorithm can be

automatically implemented, once the code is written. However, in the case of the offline

business, such as a retail business with physical stores, decisions made by an algorithm have

to be physically implemented. In the future, or in some field, this may be done by robots, but

currently in many fields, this must be done by humans. Unless these physical implementation

costs are removed, the introduction of algorithms into businesses cannot achieve the aimed

efficiency. That substantial share of workers requiring coordination with a product abolition
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schedule is related to the burden. Because beverages are seasonal products, some products

are planned to be abolished at some point in time. This requires workers to resolve stock

investment decisions. If the algorithm does not take this into account (the current algorithm

did not), the workers’ tasks can fail.

The second most required improvement is the reliability of the baseline demand predic-

tion. The scores are 76 (unweighted) and 21.1 (weighted). Relatedly, a substantial propor-

tion of workers required more detailed explanation of the algorithm. In addition to improving

the algorithm, establishing better communications with workers is important. The question

of how to better communicate with the workers is left for future research. Another frequently

observed request is to provide the instruction at the vending machine level. As explained, the

optimal product assortment decisions are provided only at the area level. This was expected

to reduce the information processing costs of the workers. However, the workers may find it

easier to receive detailed instructions and simplify the content by themselves.

The extent of the integration of workers’ predictions was also substantial. The scores

are 52 (unweighted) and 15.4 (weighted). Interestingly, the workers did not demand to

integrate managers’ predictions. The scores are only 5 (unweighted) and 1.1 (weighted).

The contrast in this case may not be between algorithm and human, but between algorithm

and “me”. However, in this analysis, the reliability of the managers’ predictions is not

controlled. Giving workers a sense of control is one thing that we can easily improve upon

introducing an algorithm into business. The results from the last section support the notion

that this facilitates the use of algorithms by workers.

In Table 16, I report the estimation results of the effect of algorithmic advice, where

some of the answers to the follow-up survey interact. In the regression, Trusti assigns values

from 4 to 1 to answers “strongly agree” to “strongly disagree”, respectively, to the question

“Do you trust this product assortment algorithm?” Understandingi assigns values from 4

to 1 to answers “strongly agree” to “strongly disagree” to question “Do you understand this

product assortment algorithm?” Experiencei assigns values from 4 to 1 to answers “More
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than 10 years”, “More than 5 years no greater than 10 years”, “More than 1 years no greater

than 5 years”, and “No greater than 1 years”, respectively, to the question “How many years

did you work for this business?”. The result shows that these answers have little explanatory

power to the heterogeneous reaction of workers to algorithmic advice.

6 Conclusions

In this paper, I studied if and under what conditions workers would follow an algorithm,

in the context of experimentation in product assortment for a beverage vending machine

business. First, I developed an algorithm to automate the task of experimenting products in

the current business setting, demonstrating that the algorithm can increase revenue, at least

in a simulation. The simulation exercise showed that the potential impact of automation

was significant in the current business setting. However, in the field experiment, I found that

the algorithm failed to increase the revenue. The reason was that workers did not follow

the algorithm. The follow-up survey hinted that conflict of interests, owing to the cost

of implementing the suggested product assortments, the reliability of the baseline demand

estimation, and the feeling that their opinions should be integrated more were major factors

that discouraged workers from following the algorithm. The field experiment also revealed

that the integration of workers’ forecasts into the algorithm could slightly encourage workers

to follow. The results also showed that workers in an area having more regret in the previous

semestors tend to follow the algorithmic advice more, and less when their opinions are

integrated.

Acemoglu & Restrepo (2017) developed a framework for thinking about automation

and its impact on tasks, productivity, and labor demand. According to their model, there

are several countervailing channels against the displacement effect of automation. One of

them was a productivity effect. In the current setting, if the company can fully automate

tasks, productivity may be enhanced but further workers will be displaced. If the company
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compromises with partial automation, whether the productivity effect prevails depends on

whether the company can find a way to resolve algorithm aversion and conflicts of interest.

My paper highlighted these issues in the context of experimentation in product assortment

decisions.

A limitation of the research is that this was a case study. However, this work should

also offer valuable insights into the impacts of automation in the other industries. Product

assortment decisions are common across consumer businesses, and the current analysis should

have implications for these businesses, especially for the industries that operate in real-world

shopping sites such as supermarkets and convenience stores. My analysis did not consider

joint pricing and product assortment decisions because pricing was not an issue for the

current setting. It will be possible to extend my framework to such joint decision problem, by

replacing the algorithm that obtains ex post optimal product assortments with one developed

for joint pricing and assortment problems, such as Wang (2012).

Last, the reasons of the failure of the algorithm, and the solutions to these problems,

were not extensively investigated. This is largely due to the small sample size of the current

setting in terms of the unit of treatment assignment. I could only assign treatment across

approximately 200 areas. This limited the number of hypotheses I could investigate in one

field experiment. A greater focus on this issue could produce interesting findings that better

account for the impacts of automation.
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Figure 1: Railway Network of JRE

38



Figure 2: A Beverage Vending Machine of JRE

Figure 3: A Vending Machine Operation Worker of JRE
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Figure 4: The Fit of the Demand Function
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1 The scale is the log difference from the outside share. Because
the sample size is huge, I randomly sampled 10,000 observations
to display the plot.
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Figure 5: Mean TS and Actual Success Rates Over Time
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1 The dashed lines are 99% confidence intervals of the mean suc-
cess rates.
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Figure 6: Mean TS and Actual Regret Over Time
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1 The dashed lines are 99% confidence intervals of the mean re-
grets.
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Table 1: Number of Unique Values

Semester Product Machine Station Area Subcontractor
2013S1 386 4841 592 184 10
2013S2 364 4640 538 183 8
2014S1 374 4709 536 183 8
2014S2 367 4769 537 183 8
2015S1 376 4884 538 183 9
2015S2 350 4918 539 183 9
2016S1 336 5014 539 183 9
2016S2 349 4931 538 183 9

Table 2: Summary Statistics of Sales

N Mean Sd Min Max Q1 Q2 Q3
Sales unit 34696744 17.924 17.507 0 608 6 13 24
Sales value 34696744 2455.320 2425.749 0 302850 840 1800 3250

The unit of observation is vending machine, product, and week.
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Table 3: Weekly Number of Newly Added Products

t N Mean Sd Min Max Q1 Q2 Q3
2 31237 1.995 4.203 0 32 0 1 2
3 31357 2.318 4.137 0 34 0 1 2
4 31472 2.145 3.519 0 32 0 1 2
5 31566 2.215 3.521 0 37 0 1 3
6 31642 2.285 3.537 0 30 0 1 3
7 31669 2.312 3.410 0 34 0 1 3
8 31694 2.536 3.791 0 36 0 1 3
9 31810 2.619 4.016 0 38 0 1 3
10 31916 2.211 3.165 0 35 0 1 3
11 31939 1.710 3.186 0 39 0 0 2
12 31992 1.565 3.015 0 33 0 0 2
13 32025 3.562 3.646 0 38 0 3 5
14 32057 1.551 2.661 0 34 0 1 2
15 32075 1.177 2.819 0 33 0 0 1
16 32133 0.992 2.541 0 37 0 0 1
17 32158 0.876 2.479 0 35 0 0 1
18 32163 0.911 2.167 0 32 0 0 1
19 32167 0.769 2.228 0 35 0 0 1
20 32160 0.764 2.339 0 34 0 0 1
21 32189 0.585 1.979 0 35 0 0 0
22 32240 0.501 1.898 0 39 0 0 0
23 32299 0.604 2.053 0 37 0 0 0
24 32318 0.710 2.352 0 35 0 0 0
25 32279 0.620 2.200 0 33 0 0 0
26 23434 0.393 1.530 0 35 0 0 0
27 18548 0.586 1.898 0 36 0 0 1

The unit of observation is vending machine and week. The data
cover between 2013 Summer/Spring and 2016 Summer/Spring.
It only counts the products on delegated slots.

Table 4: Ex Post Belief About γ and σ2

Parameter N Mean Sd Min Max Q1 Q2 Q3
γ 1472 0.751 0.089 0.354 1.021 0.703 0.756 0.809
σ2 1472 0.271 0.119 0.086 1.010 0.185 0.234 0.325
1 The summary statistics is across areas and semesters, and N is the number of
relevant areas and semesters.
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Table 5: Ex Post Belief About β

Group N Mean Sd Min Max Q1 Q2 Q3

Green tea 1472 0.050 0.022 0.000 0.695 0.043 0.051 0.059
Other tea 1471 0.069 0.018 -0.132 0.121 0.062 0.071 0.079
Water 1472 0.046 0.015 0.006 0.408 0.041 0.047 0.053
Tonic water 1472 0.063 0.019 0.005 0.411 0.054 0.065 0.074
Canned coffee 1470 0.079 0.034 -0.010 0.201 0.051 0.073 0.107
Bottled coffee 1471 0.060 0.034 -0.633 0.165 0.039 0.057 0.081
English tea 1471 0.048 0.035 -0.270 0.378 0.024 0.045 0.074
Carbonated water 1472 0.050 0.014 0.001 0.250 0.046 0.052 0.058
Fruit 1472 0.054 0.032 -0.317 0.978 0.041 0.055 0.067
Healthy drink 1472 0.033 0.021 -0.043 0.703 0.027 0.033 0.040
Specialty 1188 0.038 0.068 -0.303 1.275 0.023 0.046 0.060
Other 1467 0.057 0.063 -0.897 0.694 0.024 0.045 0.081

Green tea 1472 -0.034 0.029 -0.209 0.462 -0.047 -0.032 -0.020
Other tea 1472 -0.055 0.039 -0.395 0.184 -0.068 -0.051 -0.035
Canned coffee 1472 -0.049 0.028 -0.354 0.091 -0.069 -0.047 -0.031
Bottled coffee 1471 -0.043 0.038 -0.403 0.260 -0.056 -0.038 -0.022
English tea 1472 -0.053 0.036 -0.336 0.143 -0.075 -0.049 -0.032
Fruit 1472 -0.055 0.042 -0.243 0.613 -0.075 -0.051 -0.033
Other 1472 -0.049 0.045 -0.260 0.611 -0.078 -0.043 -0.019
1 The summary statistics is across areas and semesters, and N is the number of relevant areas
and semesters.

Table 6: Ex Post Belief About ξ

Product N Mean Sd Min Max Q1 Q2 Q3
100 percentile product 125 -3.952 0.630 -5.946 0.376 -4.220 -3.957 -3.689
90 percentile product 358 -4.390 0.512 -6.108 -2.931 -4.653 -4.332 -4.063
80 percentile product 768 -4.670 0.525 -6.066 0.630 -4.956 -4.710 -4.485
70 percentile product 250 -5.456 0.385 -7.142 -4.355 -5.704 -5.452 -5.212
60 percentile product 1141 -5.663 0.381 -9.561 -4.323 -5.894 -5.652 -5.410
50 percentile product 351 -6.015 0.440 -7.683 -4.955 -6.259 -5.963 -5.734
40 percentile product 154 -6.281 0.505 -7.916 -4.927 -6.613 -6.308 -5.905
30 percentile product 259 -6.407 1.109 -11.968 -4.272 -6.730 -6.208 -5.801
20 percentile product 1274 -6.575 0.775 -9.089 -4.319 -7.196 -6.547 -5.986
10 percentile product 275 -6.788 0.833 -11.565 -5.334 -7.042 -6.618 -6.291
1 The summary statistics is across areas and semesters, and N is the number of relevant areas and
semesters. The percentile is among products that are estimated more than 100 areas and semesters. I
cannot provide the product names because of confidentiality reasons.
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Table 7: Mean TS and Actual Success Rates Over Time

TS Actual
Week 1 0.37 [0.36; 0.37] 0.29 [0.29; 0.30]
Week 2 0.39 [0.39; 0.40] 0.30 [0.29; 0.30]
Week 3 0.39 [0.38; 0.39] 0.29 [0.29; 0.30]
Week 4 0.37 [0.37; 0.38] 0.29 [0.28; 0.29]
Week 5 0.36 [0.36; 0.37] 0.28 [0.27; 0.28]
Week 6 0.35 [0.34; 0.35] 0.27 [0.26; 0.27]
Week 7 0.33 [0.33; 0.34] 0.25 [0.25; 0.26]
Week 8 0.32 [0.32; 0.33] 0.24 [0.24; 0.25]
Week 9 0.32 [0.31; 0.33] 0.23 [0.23; 0.24]
Week 10 0.32 [0.31; 0.32] 0.23 [0.23; 0.24]
Week 11 0.32 [0.31; 0.33] 0.23 [0.23; 0.24]
Week 12 0.32 [0.32; 0.33] 0.23 [0.23; 0.24]
Week 13 0.33 [0.32; 0.33] 0.25 [0.24; 0.25]
Week 14 0.31 [0.31; 0.32] 0.24 [0.24; 0.25]
Week 15 0.32 [0.31; 0.32] 0.24 [0.23; 0.24]
Week 16 0.32 [0.31; 0.32] 0.24 [0.23; 0.24]
Week 17 0.32 [0.31; 0.32] 0.23 [0.23; 0.24]
Week 18 0.32 [0.31; 0.32] 0.23 [0.22; 0.23]
Week 19 0.32 [0.31; 0.32] 0.23 [0.22; 0.23]
Week 20 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 21 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 22 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 23 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 24 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 25 0.32 [0.31; 0.32] 0.22 [0.22; 0.23]
Week 26 0.31 [0.30; 0.31] 0.22 [0.22; 0.23]
Week 27 0.31 [0.30; 0.32] 0.22 [0.22; 0.23]

R2 0.93 0.92
Adj. R2 0.93 0.92
Num. obs. 33850 33850
RMSE 0.09 0.07

1 99% confidence intervals are reported.
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Table 8: Mean Regret under TS and Actual Product Assortments Over Time

TS Actual
Week 1 0.11 [0.11; 0.12] 0.15 [0.15; 0.16]
Week 2 0.05 [0.04; 0.05] 0.12 [0.11; 0.12]
Week 3 0.04 [0.03; 0.04] 0.11 [0.11; 0.11]
Week 4 0.03 [0.03; 0.03] 0.10 [0.10; 0.11]
Week 5 0.03 [0.03; 0.03] 0.10 [0.09; 0.10]
Week 6 0.03 [0.03; 0.03] 0.10 [0.09; 0.10]
Week 7 0.03 [0.03; 0.03] 0.09 [0.09; 0.10]
Week 8 0.03 [0.03; 0.03] 0.09 [0.09; 0.10]
Week 9 0.03 [0.03; 0.04] 0.09 [0.09; 0.09]
Week 10 0.03 [0.03; 0.03] 0.09 [0.08; 0.09]
Week 11 0.03 [0.03; 0.03] 0.08 [0.08; 0.09]
Week 12 0.03 [0.03; 0.03] 0.08 [0.08; 0.09]
Week 13 0.03 [0.03; 0.04] 0.09 [0.08; 0.09]
Week 14 0.03 [0.03; 0.03] 0.08 [0.08; 0.08]
Week 15 0.03 [0.03; 0.03] 0.08 [0.07; 0.08]
Week 16 0.03 [0.03; 0.03] 0.08 [0.07; 0.08]
Week 17 0.03 [0.03; 0.03] 0.08 [0.07; 0.08]
Week 18 0.03 [0.03; 0.03] 0.08 [0.07; 0.08]
Week 19 0.03 [0.03; 0.03] 0.08 [0.07; 0.08]
Week 20 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 21 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 22 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 23 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 24 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 25 0.03 [0.03; 0.03] 0.07 [0.07; 0.08]
Week 26 0.03 [0.02; 0.03] 0.07 [0.06; 0.07]
Week 27 0.03 [0.03; 0.03] 0.07 [0.06; 0.07]

R2 0.68 0.70
Adj. R2 0.68 0.70
Num. obs. 33850 33850
RMSE 0.03 0.06

1 99% confidence intervals are reported.
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Table 9: Prior Belief for New Products

Setting N Mean Sd Min Max Q1 Q2 Q3
October 17, 16◦C 3276 0.775 0.345 0.1 5.8 0.5 0.7 1.0
November 21, 8◦C 910 0.742 0.328 0.1 2.0 0.5 0.7 1.0
December 19, 5◦C 2002 0.894 0.428 0.1 3.8 0.6 0.8 1.1
1 The summary statistics is across products, and N is the number of relevant
products.

Table 10: Predictive Power of Worker’s Prior Belief for New Goods

(1) (2) (3)
Constant −2.61∗∗∗ −5.87∗∗∗ −2.56∗∗∗

(0.02) (0.01) (0.02)
Average Belief 0.88∗∗∗ 0.86∗∗∗

(0.00) (0.00)
Worker Belief 0.29∗∗∗ 0.03∗∗∗

(0.00) (0.00)

R2 0.35 0.10 0.35
Adj. R2 0.35 0.10 0.35
Num. obs. 204204 204204 204204
RMSE 1.15 1.36 1.15
1 ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.10. Standard errors
are in parentheses.

Table 11: The Effect of Algorithmic Advice on the Assortment Decisions

(1) (2) (3)
Net Num. Targeted 0.33∗∗∗ 0.11∗∗∗ 0.12∗∗∗

(0.01) (0.01) (0.01)
Net Num. Targeted × Advice −0.01 0.00 0.00

(0.01) (0.01) (0.01)
Net Num. Targeted × Integration 0.02∗∗ 0.01∗∗ 0.01∗∗

(0.01) (0.01) (0.01)
Num. Centralized 1.09∗∗∗ 0.84∗∗∗ 0.84∗∗∗

(0.00) (0.00) (0.00)

R2 0.74 0.84 0.84
Adj. R2 0.74 0.84 0.84
Num. obs. 74029 74029 74029
RMSE 5.84 4.61 4.59
1 ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.10. Standard errors are in parentheses.
Model 2 in addition controls for product-specific fixed effects. Model 3
in addition controls for year-week-specific fixed effects.
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Table 12: The Effect of Algorithmic Advice on the Assortment Decisions

(1) (2) (3)
Net Num. Targeted 0.34∗∗∗ 0.12∗∗∗ 0.12∗∗∗

(0.01) (0.01) (0.01)
Net Num. Targeted × Regret −0.35 −0.14 −0.16

(0.34) (0.27) (0.27)
Net Num. Targeted × Advice −0.06∗∗∗ −0.04∗∗∗ −0.04∗∗∗

(0.02) (0.01) (0.01)
Net Num. Targeted × Advice × Regret 1.51∗∗∗ 1.26∗∗∗ 1.26∗∗∗

(0.44) (0.35) (0.35)
Net Num. Targeted × Integration 0.08∗∗∗ 0.08∗∗∗ 0.08∗∗∗

(0.02) (0.01) (0.01)
Net Num. Targeted × Integration × Regret −1.75∗∗∗ −1.77∗∗∗ −1.77∗∗∗

(0.37) (0.29) (0.29)
Num. Centralized 1.09∗∗∗ 0.84∗∗∗ 0.84∗∗∗

(0.00) (0.00) (0.00)

R2 0.74 0.84 0.84
Adj. R2 0.74 0.84 0.84
Num. obs. 74029 74029 74029
RMSE 5.84 4.61 4.59
1 ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.10. Standard errors are in parentheses. Model 2 in
addition controls for product-specific fixed effects. Model 3 in addition controls for year-
week-specific fixed effects. Regreti is the average of actual regret minus TS regret.

Table 13: Do You Trust This Product Assortment Algorithm?

(%) All Control Treatment I Treatment II
Before After Before After Before After Before After

Strongly agree 0.034 0.039 0.033 0.033 0.017 0.050 0.051 0.034
Agree 0.324 0.408 0.400 0.533 0.317 0.333 0.254 0.356
Disagree 0.363 0.330 0.333 0.317 0.383 0.367 0.373 0.305
Strongly Disagree 0.201 0.134 0.183 0.050 0.183 0.133 0.237 0.220
No Answer 0.078 0.089 0.050 0.067 0.100 0.117 0.085 0.085

N 179 179 60 60 60 60 59 59
1 The unit of observations is an area.
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Table 14: Do You Trust This Product Assortment Algorithm?: Ordered Probit

All Control Treatment I Treatment II All
After 0.42∗∗ 0.70∗ 0.33 0.23 0.42∗∗

(0.21) (0.36) (0.36) (0.35) (0.21)
Experience ≥ 1 year −0.94

(0.72)

AIC 773.23 251.01 255.78 271.71 773.45
BIC 788.40 261.92 266.48 282.44 792.41
Log Likelihood -382.62 -121.50 -123.89 -131.85 -381.72
Deviance 765.23 243.01 247.78 263.71 763.45
Num. obs. 328 113 107 108 328
1 ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.10. Standard errors are in parentheses.

51



Table 15: What are the Barriers? (Multiple Answers)

(a) Unweighted

Answer All Control Treatment I Treatment II
a. Reliable demand prediction 76 22 22 32
b. Integration of workers’ prediction 52 16 21 15
c. Integration of managers’ prediction 5 2 1 2
d. Detailed explanation of the algorithm 54 19 16 19
e. Coordination with manager’s order 18 8 5 5
f. Reduced burden of the work 101 33 31 37
g. Machine-level instruction 58 16 22 20
h. Inside-station-level instruction 23 6 10 7
i. Station-level instruction 43 12 12 19
j. Mobile interface 33 12 9 12
k. Visual interface 45 15 14 16
l. Coordination with product abolition schedule 74 26 21 27
m. Compensation to the loss 15 7 1 7

(b) Weighted

Answer All Control Treatment I Treatment II
a. Reliable demand prediction 21.1 6.0 6.4 8.6
b. Integration of workers’ prediction 15.4 4.5 6.6 4.3
c. Integrateion of managers’ prediction 1.1 0.8 0.1 0.2
d. Detailed explanation of the algorithm 15.0 5.4 4.9 4.7
e. Coordination with manager’s order 5.7 2.5 2.0 1.2
f. Reduced burden of the work 32.2 10.9 10.0 11.2
g. Machine-level instruction 17.1 4.8 7.5 4.8
h. Inside-station-level instruction 3.8 0.9 1.8 1.1
i. Station-level instruction 11.2 3.5 3.1 4.6
j. Mobile interface 8.8 2.7 3.1 3.1
k. Visual interface 10.4 3.3 3.7 3.4
l. Coordination with product abolition schedule 19.2 7.3 5.7 6.3
m. Compensation to the loss 3.0 1.5 0.1 1.4

1 The unit of observations is an area. Multiple answers are allowed. The unweighted number sums up the
number of areas whose answer includes the item. For the weighted number, if the answer of an area includes
the item, then divide by the number of items included in the answer of the area, and then sum up the weighted
numbers across areas.
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Table 16: The Effect of Algorithmic Advice on the Assortment Decisions

(1) (2) (3)
Net Num. Targeted 0.29∗∗∗ 0.14∗∗∗ 0.14∗∗∗

(0.04) (0.03) (0.03)
Net Num. Targeted × Regret −0.63 −0.73∗∗ −0.73∗∗

(0.39) (0.31) (0.31)
Net Num. Targeted × Trust 0.00 0.01∗∗ 0.01∗∗

(0.01) (0.01) (0.01)
Net Num. Targeted × Understanding 0.00 −0.00 −0.00

(0.01) (0.01) (0.01)
Net Num. Targeted × Experience 0.01 −0.01 −0.01

(0.01) (0.01) (0.01)
Net Num. Targeted × Advice −0.10∗ −0.04 −0.04

(0.05) (0.04) (0.04)
Net Num. Targeted × Advice × Regret 1.98∗∗∗ 1.25∗∗∗ 1.26∗∗∗

(0.51) (0.41) (0.40)
Net Num. Targeted × Advice × Trust 0.00 −0.01 −0.01

(0.01) (0.01) (0.01)
Net Num. Targeted × Advice × Experience 0.00 0.01 0.01

(0.01) (0.01) (0.01)
Net Num. Targeted × Integration 0.05 −0.01 −0.00

(0.05) (0.04) (0.04)
Net Num. Targeted × Integration × Regret −1.95∗∗∗ −0.95∗∗∗ −0.97∗∗∗

(0.42) (0.33) (0.33)
Net Num. Targeted × Integration × Trust 0.00 0.00 0.00

(0.01) (0.01) (0.01)
Net Num. Targeted × Integration × Understanding 0.02 0.01 0.01

(0.01) (0.01) (0.01)
Net Num. Targeted × Integration × Experience −0.01 0.01 0.01

(0.01) (0.01) (0.01)
Num. Centralized 1.09∗∗∗ 0.83∗∗∗ 0.84∗∗∗

(0.00) (0.00) (0.00)

R2 0.74 0.84 0.84
Adj. R2 0.74 0.84 0.84
Num. obs. 65873 65873 65873
RMSE 5.85 4.60 4.58
1 ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.10. Standard errors are in parentheses. Standard errors are clustered
at the area level. Model 2 in addition controls for product-specific fixed effects. Model 3 in addition
controls for year-week-specific fixed effects. Regreti is the average of actual regret minus TS regret.
Trusti assigns values from 4 to 1 to answers ”strongly agree” to ”strongly disagree” to the question
”Do you trust this product assortment algorithm?” Understandingi assigns values from 4 to 1 to
answers ”strongly agree” to ”strongly disagree” to the question ”Do you understand this product
assortment algorithm?” Experiencei assigns values from 4 to 1 to answers ”More than 10 years”,
”More than 5 years no greater than 10 years”, ”More than 1 years no greater than 5 years”, and
”No greater than 1 years” to the question ”How many years did you work for this business?”.
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